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Abstract 

Today’s manufacturers of high-volume consumer devices 
are under tremendous cost pressure and consequently under 
extreme pressure to reduce cost of test. Low-cost ATE has 
often been promoted as the obvious solution. Parallel test is 
another well-known approach, where multiple devices are 
tested in parallel (multi-site test) and/or multiple blocks 
within one device are tested in parallel (concurrent test). 

This paper shows quantitatively that parallel test is a much 
more effective test cost reduction method than low-cost ATE, 
because it reduces all test cost contributors, not only capital 
cost of ATE. It also shows that the optimum number of sites 
is relatively insensitive to ATE capital cost, operating cost, 
yield, and various limiting factors, but the cost benefits 
diminish fast, if limited independent ATE resources reduce 
the degree of parallelism and force a partially sequential test.  

Keywords: Cost of test, test economics, multi-site test, 
ATE, reduced pin-count testing, low-cost ATE, probe-card, 
I/O bandwidth matching 

1. Introduction 
Advances in semiconductor process technology and a 

highly parallel production process allow manufacturing more 
and faster transistors at lower cost [1] [2]. Thousand dice, 
each containing millions of transistors are manufactured 
together on one wafer. 

Today’s test, however, is to a large degree sequential. 
Most commonly, multiple building blocks are tested 
sequentially, one die after the other. The consequence is that 
test does not scale as production does [1] [3]. DFT 
techniques, such as scan test and BIST bring some parallelism 
inside the chip, at least for the digital portion of the chip. So 
does concurrent test, where multiple analog and digital blocks 
are tested at the same time [4] [5]. 

While multi-site test, i.e. testing multiple dice at the same 
time, is predominant for memories test, it has only been 
partially adopted for SOC devices. Test cost reduction 
strategies based on multi-site test have been proposed with the 
goal to make test cost scale with technology progress [6] [7] 
[8] [9]. [10] [11] [12] describe the general test cost savings of 
multi-site test. Although the cost benefit of multi-site test is 
well known under ideal conditions, there is a common 
misconception that several negative effects neutralize the 
benefits fast. Instead, low-cost ATE is often the perceived 
solution to lower cost of test. The most-often stated 
arguments against multi-site test are: 

• “The ATE will be more expensive.” 
• “The probe-cards will be more expensive.” 
• “Test time will be longer for bad dice, because test 

cannot stop on first fail anymore.” 

• “Lack of enough independent ATE resources for all 
sites will imply some sequential test and increases 
test time.” 

• “The change-over time between production lots will 
be added more often.” 

• “More contacting problems will cause more retest” 
• “Under-utilization increases, if ATE is upgraded for 

multi-site test, but not all devices are tested in multi-
site configuration.” 

• “Probe-cards will last longer than needed.” 
This paper describes an economic model that takes all of 

the above effects into account and quantifies their impact 
using a realistic example. This paper will show that parallel 
test, i.e. multi-site test and concurrent test, is a much more 
powerful test cost reduction method than the often-cited low-
cost tester, even in the presence of the above-mentioned 
limiting factors. A sensitivity analysis identifies the 
parameters that are critical for a successful deployment of 
multi-site test and those that have only insignificant impact. 
Although the terminology and the numerical example targets 
parallel wafer test, the economic model can also be adapted to 
package test. 

This paper is organized as follows: Section 2 gives a 
detailed description of a test cost model for parallel test. 
Section 3 states the numerical assumptions for an example 
that will be used for comparison later on. Section 4 quantifies 
the test cost benefits of multi-site test under nominal and 
under optimized conditions. The cost savings of concurrent 
test are quantified in section 5. In section 6 the combined 
effect is quantified and sensitivities to many parameters are 
shown. For comparison, the cost reduction with an absolutely 
free ATE is stated in section 7, before all above scenarios are 
compared in section 8. Conclusions are drawn in section 9. 

2. Test cost model 
This section describes a test cost model for parallel test 

that takes a multitude of effects into account, which might 
degrade its cost benefits. The expert reader can skip this 
section and just review the numerical assumptions in section 3 
to find out which effects are modeled. 

In this paper, the test cost per DUT c  includes 
contributions from the depreciation of test cell capital cost 

Capc , equipment independent operating cost Opc , purchase 
of probe cards PCc , and the cost Pkgc  of packaging bad parts 
that test did not identify as being bad. 
 ( ) PkgPC
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The capital related cost and the operating cost are 
combined to the test cell related cost 
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 OpCapTestcell ccc += , (2) 

which is usually the largest cost contributor. Costs for 
DFT, MTBF, and test development are not included here. 

Throughout this paper c  denotes test cost contributions 
per DUT, R  is used for cost rates in $ per time, C  stands for 
(capital) cost in $, p  is used for percentages, k  for unit-less 
correction factors, N  for unit-less numbers, T  for longer 
time durations, and finally t  for times on the test cell. 

2.1 Capital cost 
The capital cost of the test cell C  is depreciated over the 

depreciation period DeprT , usually over 5 years. Maintenance, 
the number of shifts, reliability, calibration, and other factors 
reduce the usable time to a fraction Utilp , or, in total to 

DeprUtil Tp ⋅ . A test that occupies the test cell for a time Tott  
carries a corresponding fraction of the overall capital cost. 
When, in average, S  sites are tested in parallel, this fraction 
covers the cost for S  devices under test. 

 
DeprUtil

Tot
Cap Tp

t
S
Cc

⋅
⋅=  (3) 

With the capital related test cost rate for a single site 
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equation (3) can be written as: 

 
S

tRc Tot
CapCap ⋅=  (5) 

For a 1M$ test cell, a 65% utilization and a depreciation 
over 5 years, the test cost rate CapR  is 0.98 ¢/sec. The test 
cell mainly consists of the prober and the ATE. 
 ATEProberTestcell CCC +=  (6) 

To reflect the influence of device pin-count and the 
number of parallel test sites, the ATE capital cost is divided 
into the infrastructure cost for a 0-channel ATE 0,ATEC , the 
cost for all digital ATE channel resources, plus the cost for 
per-site resources, such as device power supplies and mixed-
signal resources 
 ( ) SCNCCC SiteChChATEATE ⋅+⋅+= 110, , (7) 

where ChC1  is the cost for one ATE channel, ChN  is the 
number of device pins that require an ATE channel resource, 

SiteC1  is the cost for the above-mentioned per-site resources 
for one site. S  is the number of parallel test sites the ATE is 
equipped for.  

Equation (3) suggests that multi-site effectively divides 
the capital cost C  by the number of parallel tested sites S . 
However, multi-site test also requires more tester resources, 
as shown in equation (7). Substituting equations (6) and (7) in 
(3) shows the complete picture 
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with 0,ATEProberInfra CCC += . (9) 

It can now be seen that multi-site test fully divides the 
infrastructure cost, i.e. the cost for the prober and the zero-
channel ATE, whereas the channel cost and per-site cost 
remain unchanged as a best case, if all sites the ATE is 
equipped for are actually used, SS = . Otherwise the latter 
cost contributor is increasing. 

2.2 Operating cost 
Operating cost covers the salaries for operating personnel, 

floor space in a building, cost for power, training, 
maintenance and so on. It is independent of the capital 
equipment cost and is therefore bundled into a fix cost rate 

OpR , e.g. 35 $/hour = 0.97 ¢/sec. When multiple devices are 
tested in parallel, the cost rate is shared across S  sites: 
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It can be seen from the above equation that multi-site fully 
divides the operating cost portion. 

2.3 Cost rate for test cell 
Using equations (5) and (10), the test cell related cost as 

defined by equation (2), can now be combined to 
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2.4 Total time on test cell 
Equation (10) shows that the total time Tott  on the test cell 

is another very important factor. This time consists primarily 
of the effective test time testt̂ , the stepping time Stept  required 
by the prober to move to the next devices, and the changeover 
time Lott  between production lots. 
 LotStepTestTot tttt ++= ˆ  (12) 

The following subsections will show that the effective test 
time testt̂  is proportional to the single-site test time Testt  
without any parallelism, 

 TestTest tkt ⋅=ˆ  (13) 

and that the proportionality factor k  itself can be factored 
into several correction factors. 

 RetestFailSeqConc
Test

Test kkkk
t
tk ⋅⋅⋅==
ˆ

 (14) 

Conck  models the test time reduction when multiple blocks 
in a device are tested concurrently, see paragraph 2.5. Seqk  
reflects longer effective test time due to partially sequential 
multi-site test, see paragraph 2.6. Failk  is a factor that models 
the reduced opportunity in multi-site test to stop a failing test 
early, see paragraph 2.7. Finally, Retestk  accounts for retest 
due to contacting problems, see paragraph 2.8. 

2.5 Concurrent test 
While multi-site test increases the parallelism during test 

by testing multiple devices at the same time, concurrent test 
covers multiple blocks in the same device at the same time [4] 
[5]. This concept is illustrated in the following figure, using 
an example with just 2 pin groups. 
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Figure 1: Concurrent test reduces test time 

 
When Concp  is the percentage of test time that can be 

hidden behind other tests, i.e. executed in parallel to other 
tests, the resulting test time Testt̂′  is reduced to a fraction 
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of the original test time Testt . This requires enough 
independent ATE resources for pin groups A and B, in 
particular clocks, sequencers and mixed-signal resources. 

2.6 Partially sequential test, multi-site efficiency  
When not enough independent ATE resources are 

available for all sites to run all test steps in parallel, some test 
steps must be executed sequentially, diminishing the benefits 
of multi-site test, see Figure 2.  

When a fraction Seqp  of the test time Testt  must be 
executed sequentially for each site, the total test time Testt ′ˆ is 
given by: 
 ( ) Stptpt TestSeqTestSeqTest ⋅⋅+⋅−=′ 1ˆ  (16) 

The correction factor in equation (13) is  
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Figure 2: Partially sequential multi-site test 

 
To reap most of the benefits of multi-site test, e.g. 

5.1<Seqk , the percentage of sequential test should be less 
than 

 ( )12
1
−

<
S

pSeq  for 5.1<Seqk . (18) 

An efficient use of 16 sites, suggests less than 3% 
sequential test, i.e. a multi-site efficiency of 97%. Multi-site 
efficiency can be degraded when not enough independent 
mixed-signal, RF, clock resources are available in the ATE 

and some tests must be executed sequentially. Upload time of 
results from digitizers or DC measurements to a central 
workstation can also cause undesired sequential test time 
overhead. An ideal ATE has an abundance of affordable 
mixed-signal test resources and processes digitizer results 
locally in the analog instruments to avoid time overhead 
altogether. 

2.7 Stop on early fail 
A single-site test can be stopped immediate when the first 

test step fails. This can be very early, because most defect 
devices show easily detectable catastrophic behavior. For bad 
devices the test time for the remaining test steps can be saved. 
When Y  denotes the yield, i.e. the percentage of good 
devices, the percentage of bad devices is Y−1 . Those failing 
devices require only a fraction Failp of the full test time Testt , 
while the fraction Y  of good parts requires the full test time. 
The average test time for single site test is thus given by: 

 ( ) TestTestFailTest tYtpYt ⋅+⋅⋅−=′ 1ˆ  (19) 

In multi-site test, all sites must contain bad devices to 
benefit from this test time reduction. If only one site is good, 
the tests have to be completed. With a yield of Y , the 
likelihood of all S  devices being bad is only ( )SY−1 . I.e., 
for multi-site test, the average test time is 

 ( ) ( )( ) Test
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The correction factor for equation (13) is therefore 
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2.8 Retest rate 
Due to contacting problems, a fraction Retestp  of the parts 

requires re-contacting and re-testing. Multi-site requires more 
contacts and therefore more retest. Retest is not needed, when 
all S  sites are contacted correctly, i.e. with a likelihood of 
( )S

Retestp−1 . Otherwise the test is executed one more time. 
The effective test time is then 

 ( ) ( )( ) Test
S

RetestTest
S

RetestTest tptpt 2111ˆ ⋅−−+⋅−=′  

The test time correction factor for retest is: 
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2.9 Changeover time between production lots 
When a production lot starts with a different device under 

test, the test cell must be prepared for that new device, which 
requires changing the probe card and loading a new test 
program. During that time the test cell cannot be used for 
testing. When a lot includes LotN  devices and S  devices are 
tested in parallel, a lot needs SNLot /  test cycles. In average, 
each test cycle is then prolonged by  
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where LotT  is the changeover time between lots. For a 
given lot size, the reduced number of test cycles in multi-site 



  

test makes a given changeover time relatively more 
pronounced. When e.g. a changeover time of 15 minutes is 
shared across a lot of 24 200mm wafers, each containing 
about 15,000 dice of 50mm2, the time penalty per test cycle 

Lott  is 60ms in single site configuration or almost 1sec for 16 
sites. Except for very large dice, this penalty will not be 
significant. 

2.10 Partial deployment of multi-site test 
A test cell must be equipped to cover a large variety of 

devices with differing ATE requirements. Test cells are 
therefore, in general, under-utilized for most devices. Multi-
site test can improve the situation, but can also make it worse. 
When a tester is equipped with e.g. 1000 channels to handle 
some high-count devices, multiple smaller pin-count devices 
can be tested in multi-site to better utilize these 1000 tester 
channels. However, the under-utilization increases if testers 
are equipped with many resources to support multi-site test, 
but only some devices are actually tested in multi-site. 

When a fraction MSp  of devices is tested in multi-site 
configuration with S  sites, while the remaining fraction 

MSp−1  is tested in single site, the average cost is: 
 

 ( ) )1(1)( cpScpc MSMS ⋅−+⋅=  (24) 

For the test cell related cost, which is usually the largest 
cost contributor, Testcellc  can be simplified using equation 
(11) to: 
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where S  is the effective number of test sites that has been 
used so far 

 SkS MS ⋅=  (27) 

and MSk  is the correction factor that models partial 
deployment of multi-site test: 

  ( ) SppS
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MSMS
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2.11 Cost of probe-cards 
More probe-card contacts make probe-cards for multi-site 

more expensive. On the other side, each probe-card can serve 
more devices before it is worn out, because each touchdown 
contacts multiple devices at a time. The inevitable spare units, 
however, are more expensive without bringing any benefits. 
These effects will be modeled now. 

Probe-cards are device specific or specific to a family of 
devices. Because of their fragile nature and because of their 
limited lifetime in terms of maximum number of touchdowns, 
multiple probe cards PCN , each costing PCC  must be 
purchased for the lifetime unit volume LTN  of a device. The 
cost contribution per device is thus given by: 
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After every TDN  touchdowns, each contacting S  sites, 
the probe-card is worn out and a new one must be purchased. 

SpareN  additional spare units are needed so that production 
can be continued if some units are broken or must be cleaned. 
The total number of required probe cards is 
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where  ..  denotes rounding up to the next integer. 
The probe-card cost PCC  is modeled with a cost per 

contact ContactC1  to reflect the increased complexity and cost 
of a probe-card for multi-site. When the percentage Chp  of 
all device pads that require an ATE channel equals ChN  
pads, the total number of contacts for each of the S  sites is 

ChCh pN / . 
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Combined, the probe-card cost is: 
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It can now be seen from the above equation that multi-site 
makes the SpareN  spare units more expensive but leaves the 
cost for worn out probe-cards basically unchanged, although 
the effect of rounding up to the next integer number of probe 
cards is emphasized because fewer probe-cards are needed. 
For a device with 256 test contacts, each 20 $, two 2 spare 16-
site probe-cards cost 160 k$, or 1.6 ¢ for each of 10 million 
parts.  

2.12 Packaging bad parts 
When reduced pin-count testing (RPCT) is used to enable 

a higher degree of multi-site at relatively small incremental 
cost, the test coverage will decrease to some extend, 
increasing the number of bad parts that will not be identified 
as such, and that will be packaged unnecessarily. The 
associated package cost must be attributed to test and is given 
by 
 PkgPkg CEYc ⋅−⋅−= )1()1( , (33) 

where Y is the yield, i.e. the percentage of good parts that 
enter test; E  is the test effectiveness, i.e. the percentage of 
bad parts that test is able to identify as bad; PkgC  is the cost 
of a single package including the cost of package test. 

3. Example 
The cost benefits of parallel test will be quantified for a 

high-volume cell-phone base-band device with moderate pin-
count and some mixed-signal content, which implies some 
(per-site) analog resources and some parametric yield loss. 
The assumptions are listed in Table 1. 



  

Table 1: Assumptions for cost example 
Device under test   
Number of channels during test 

ChN  128 

Signal (channel) to pad ratio 
Chp  50 % 

Yield Y  80 % 
Package cost 

PkgC  $ 1 

Lifetime unit volume 
LTN  25 Mio 

Test method   
Test time (without parallelism) 

Testt  5 sec 

Percentage of concurrent test 
Concp  0 % 

Test time for failing device 
Failp  10 % 

Test effectiveness E  99 % 
ATE   
Cost for zero-channel ATE 

0,ATEC  $ 400k 

Cost per ATE channel 
ChC1  $ 500 

Additional cost per site 
SiteC1  $ 50k 

Equipped for number of sites S  Varied 
Sequential test time 

Seqp  10 % 

Prober   
Cost of prober 

ProberC  $ 300k 

Stepping time 
Stept  0.4 sec 

Test cell   
Operating cost rate 

OpR  $ 35/h 

Test cell utilization 
Utilp  65 % 

Depreciation time 
DeprT  5 yrs 

Probe card   
Cost per contact 

ContactC1  $ 20 

Number of touchdowns 
TDN  1 Mio 

Number of spare probe cards 
SpareN  2 

Test flow   
Device % tested in multi-site 

MSp  100 % 

Retest rate for single site 
Retestp  3 % 

Lot size in number of devices 
LotN  15,000 

Change-over time between lots 
LotT  15 min 

 

 
Figure 3: Test cost split for single site test 

 
For single-site test, which will be used as the baseline, the 

total test cost, 9¢ per device, is dominated by operating cost 
and capital depreciation, while the total time of 4.7 sec is 
clearly dominated by the effective test time, see Figure 3. 

4. Multi-site test 
Because operating cost and capital for infrastructure 

account for about 75% of the test cost, we can expect 
improvements from multi-site test. Indeed, Figure 4 shows 
that multi-site test reduces test cost by almost 50%, with 7 
sites, but increases again for more than 7 sites. Although 7 is 
not a very practical number, it will be used for comparison. 

The test time split for 7 sites in Figure 5 shows a test time 
penalty of +60% for sequential test, ( =Seqk 1.6; 10% for 
each of 6 additional sites). This penalty makes larger number 
of sites unattractive. 

 

 
Figure 4: Multi-site reduces test cost by ≈50% 

 



  

 
Figure 5: Test cost split for 7 sites 

 
 

 
Figure 6: Sensitivity to multi-site efficiency, measured 

in percentage Seqp  of sequential test 
 
 

 
Figure 7: Sensitivity to per-site resource cost, e.g. for 

mixed-signal instrumentation and device power supplies 
 
Figure 6 shows the strong sensitivity to the percentage 

Seqp  of test that must be executed sequentially in a multi-site 
test with S  sites. The projected solid line below the surface 
shows the optimum number of sites for each value of Seqp . 
As expected, multi-site test loses its benefits with increasing 

sequential test. For truly parallel test, =Seqp 0, the optimum 
number of sites increases to 12.  

True parallel test requires an abundance of affordable 
mixed-signal resources and device power supplies in the 
ATE. The sensitivity to per-site ATE resource cost, SiteC1 , 
shown in Figure 7, is clearly visible, but not as strong as one 
might expect. When per-site resource cost ranges from $10k 
to $200k, the optimum number of sites varies only from 8 to 
4. 

Comparing the cost split for single site test in Figure 3 
with the one for multi-site test in Figure 5 shows that both the 
probe-card contribution and the ATE channel resource 
contribution were increasing. 

 

 
Figure 8: Fewer channels during test reduce both ATE 

and probe-card cost 
 
Reduced pin-count testing (RPCT) [13] reduces both the 

number of ATE channels and the number of probe-contacts, 
however at the expense of some test coverage, because not all 
I/O are fully tested anymore. Techniques like I/O wrap can be 
used to mitigate this effect. An increased test time can be 
avoided by using I/O bandwidth matching techniques [3] [7] 
[8] [13]. 

This scenario, optimized for multi-site, assumes no 
sequential test, reduced pin-count test with 32 ATE channels 
per site, a 1% coverage loss resulting from less I/O test, and a 
reduced cost of per-site resources. The assumed differences 
compared to the baseline in Table 1 are summarized in Table 
2. 

Table 2: Changes for optimized multi-site test 
Sequential test time 

Seqp  0 % 

Number of channels during test 
(RPCT) ChN  32 

Test effectiveness E  98 % 
Additional cost per site 

SiteC1  $ 20k 

Under these assumptions, the total test cost decreases from 
9¢ to 1.6¢, while the optimum number of sites increases from 
7 to 25. At this point, about half of the test cost can be 
attributed to probe-card cost and cost of packages due to yield 
loss of RPCT. 



  

 

 
 

Figure 9: Optimized multi-site test reduces test cost by 
a factor of 5 

5. Concurrent test 
Both, the test time split for single site test, Figure 3, and 

for multi-site test, Figure 5, show that the effective test time is 
90% of the total time. Changeover times between production 
lots and stepping time are both insignificant.  

Since concurrent test reduces the 90% portion, major 
savings can be expected. Figure 10 shows the effect under the 
assumptions of Table 1.  

 

 
 

Figure 10: Concurrent test reduces test cost 
significantly 

 
When =Concp 40% of the test time can be hidden behind 

other tests, the test cost reduces from originally 9¢ with 7 
sites to about 3.3¢ with also 7 sites. 

6. Parallel test 
When optimized multi-site test, see Table 2, is combined 

with concurrent test ( =Concp 40%) to a fully parallel test, 
test cost reduces slightly to 1.4¢ for 25 sites, see Figure 11. 

 

 
 

Figure 11: Lowest test cost with parallel test 
 
For this scenario, the sensitivities against parameter 

variations will be investigated now. 
Multi-site efficiency is a very sensitive parameter as has 

been demonstrated before. The solid projected line under the 
3D plot in Figure 12 shows that test cost and the optimum 
number of sites depend strongly on the percentage Seqp  of 
sequential test. 

 

 
 

Figure 12: Sensitivity to multi-site efficiency measured 
in percentage of sequential test 

 
When ATE has been equipped with enough resources for 

multi-site, it is important to also use the resources in a multi-
site test configuration, see paragraph 2.10. For a high-volume 
device that can keep one or more ATE busy, this is usually 
not a constraint, since the ATE can then be configured to the 
specific needs of that device. With a 5 sec test time it takes 4 
million devices per year to keep an ATE busy all year round, 
at 65% utilization. 

For cases where the ATE configuration is not optimized 
for the device, Figure 13 shows the sensitivity to under-
utilized ATE resources, where the ATE is equipped to support 
S  sites, but only a fraction MSp  is tested with S  sites, the 
rest is tested in single-site configuration. According to the 
right graph in Figure 13, it is still better to use equipment, 



  

which can support 10 sites, for 25% of the devices in multi-
site configuration, rather than always use single-site 
equipment. 

 

 
Figure 13: Sensitivity to partial deployment of multi-

site test 
 
Figure 14 shows that the sensitivity to the lifetime unit 

volume.  
 

 
 

Figure 14: Sensitivity to lifetime unit volume 
 
For low volumes, the high cost of probe-cards suggests 

fewer sites, although the effect is minimal for more than 5 
million devices. The often talked about ‘stop on early fail’, 
see paragraph 2.7, has almost no visible influence beyond a 
few sites, as shown in Figure 15. 

 

 
 

Figure 15: Minimum sensitivity of ‘Stop on Fail’ 
 
The sensitivity to ‘retest’ and ATE channel cost are 

similar. 

 
Figure 16: Yield has no influence on best number of 

sites 
 
Figure 16 shows that the product yield influences the 

overall test cost, but does not change the optimum number of 
sites. 

The sensitivity charts for test effectiveness, operating cost, 
and test cell utilization show the same behavior. They show 
no influence on the optimum number of sites. 

7. Low-cost ATE 
So-called ‘low cost testers’ are often the intuitive answer 

to reducing cost of test. Although reduced ATE capital does 
obviously reduce test cost, the effect is often over-
emphasized.  

 
 

Figure 17: Low-cost ATE reduces test cost, but less 
than optimized muti-site test 

 
Table 3: Assumptions for “0$-ATE” 

Cost for zero-channel ATE 
0,ATEC  $ 0k 

Cost per ATE channel 
ChC1  $ 0 

Additional cost per site 
SiteC1  $ 0k 

 
To stress this point, parallel test will now be compared to 

a ‘0$-ATE’, see Table 3. According to Figure 17, the lowest 
test cost is 3.4¢ per device with 13 sites. 



  

8. Comparison 
Figure 18 compares the total test cost of all above-

mentioned scenarios as a function of the number of sites. 
Figure 19 shows the test cost split for the best number of sites 
for each scenario. 

 
Figure 18: Comparison of scenarios 

 
It can be seen that optimized multi-site test ‘Opt-MS’ and 

fully parallel test ‘Parallel’ achieve by far the lowest test cost, 
even significantly lower than with a free tester ‘0S-ATE’. 
This shows that an effective cost reduction strategy must be 
based on exploiting parallelism rather than just trying to 
reduce capital cost. 

The benefits of single-site concurrent test are significant, 
but diminish when being combined with multi-site test. 
However, a combined parallel test strategy is less sensitive to 
parameter variations. 

 
Figure 19: Comparison of scenarios for best number of 

sites 

9. Conclusions 
Both parallel test approaches, multi-site test and 

concurrent test, are very powerful test cost reduction methods. 
Optimized multi-site test achieves lower cost than just low-
cost ATE, even than a free ATE. 

Multi-site test works best for high-volume devices with 
moderate pin-count, or when reduced pin-count testing can be 
used to reduce the ATE channel and probe-card cost. Multi-

site requires an ATE with enough digital channels and device 
power supplies. For mixed-signal devices, a large number of 
independent and affordable mixed-signal resources and local 
result processing are needed to maximize multi-site 
efficiency. Typically, the return for multi-site test starts to 
diminish beyond about 16 sites. The main reasons are more 
expensive probe-cards, and a higher risk of resource under-
utilization. Time overheads for retest, changeover times 
between lots, and less opportunity to stop on first fail have 
only minor impact beyond a few sites. Yield, test 
effectiveness, ATE utilization, operating cost influence test 
cost, but have no impact on the optimum number of sites. 

Also concurrent test can lead to significant test cost 
reduction when multiple device ports can be tested at the 
same time. This requires an ATE with independent resources 
per port, in particular independent clocks and independent 
sequences. A per-pin ATE architecture is ideally suited for 
this purpose. 

Although a combined parallel test strategy does not bring 
the added benefits of multi-site test and concurrent test, it 
reduces the sensitivity to various parameters. 
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